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Testing discrimination in practice

In previous chapters, we have seen statistical, causal, and normative fairness
criteria. This chapter is about the complexities that arise when we want to apply
them in practice.

A running theme of this book is that there is no single test for fairness, that
is, there is no single criterion that is both necessary and sufficient for fairness.
Rather, there are many criteria that can be used to diagnose potential unfairness or
discrimination.

There’s often a gap between moral notions of fairness and what is measurable
by available experimental or observational methods. This does not mean that we
can select and apply a fairness test based on convenience. Far from it: we need
moral reasoning and domain-specific considerations to determine which test(s) are
appropriate, how to apply them, determine whether the findings indicate wrongful
discrimination, and whether an intervention is called for. We will see examples of
such reasoning throughout this chapter. Conversely, if a system passes a fairness
test, we should not interpret it as a certificate that the system is fair.

In this chapter, our primary objects of study will be real systems rather than
models of systems. We must bear in mind that there are many necessary assump-
tions in creating a model which may not hold in practice. For example, so-called
automated decision making systems rarely operate without any human judgment.
Or, we may assume that a machine learning system is trained on a sample drawn
from the same population on which it makes decisions, which is also almost never
true in practice. Further, decision making in real life is rarely a single decision
point, but rather a cumulative series of small decisions. For example, hiring in-
cludes sourcing, screening, interviewing, selection, and evaluation, and those steps
themselves include many components.1

An important source of difficulty for testing discrimination in practice is that
researchers have a limited ability to observe — much less manipulate — many of
the steps in a real-world system. In fact, we’ll see that even the decision maker
faces limitations in its ability to study the system.

Despite these limitations and difficulties, empirically testing fairness is vital.
The studies that we’ll discuss serve as an existence proof of discrimination and
provide a lower bound of its prevalence. They enable tracking trends in discrimi-
nation over time. When the findings are sufficiently blatant, they justify the need
for intervention regardless of any differences in interpretation. And when we
do apply a fairness intervention, they help us measure its effectiveness. Finally,
empirical research can also help uncover the mechanisms by which discrimination
takes place, which enables more targeted and effective interventions. This requires
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carefully formulating and testing hypotheses using domain knowledge.
The first half of this chapter surveys classic tests for discrimination that were

developed in the context of human-decision making systems. The underlying con-
cepts are just as applicable to the study of fairness in automated systems. Much of
the first half will build on the causality chapter and explain concrete techniques in-
cluding experiments, difference-in-differences, and regression discontinuity. While
these are standard tools in the causal inference toolkit, we’ll learn about the specific
ways in which they can be applied to fairness questions. Then we will turn to the
application of the observational criteria from Chapter 3. The summary table at the
end of the first half lists, for each test, the fairness criterion that it probes, the type
of access to the system that is required, and other nuances and limitations. The
second half of the chapter is about testing fairness in algorithmic decision making,
focusing on issues specific to algorithmic systems.

Two quick points of terminology: We’ll use the terms unfairness and discrimina-
tion roughly synonymously. There is no overarching definition of either term, but
we will make our discussion precise by referring to a specific criterion whenever
possible. We’ll use “system” as a shorthand for a decision-making system, such
as hiring at a company. It may or may not involve any automation or machine
learning.

Part 1: Traditional tests for discrimination

Audit studies

The audit study is a popular technique for diagnosing discrimination. It involves
a study design called a field experiment. “Field” refers to the fact that it is an
experiment on the actual decision making system of interest (in the “field”, as
opposed to a lab simulation of decision making). Experiments on real systems
are hard to pull off. For example, we usually have to keep participants unaware
that they are in an experiment. But field experiments allow us to study decision
making as it actually happens rather than worrying that what we’re discovering
is an artifact of a lab setting. At the same time, the experiment, by carefully
manipulating and controlling variables, allows us to observe a treatment effect,
rather than merely observing a correlation.

How to interpret such a treatment effect is a more tricky question. In our view,
most audit studies, including the ones we’ll describe, are best seen as attempts to
test blindness: whether a decision maker directly uses a sensitive attribute. Recall
that this notion of discrimination is not necessarily a counterfactual in a valid
causal model (Chapter 5). Even as tests of blindness, there is debate about precisely
what it is that they measure, since the researcher can at best signal race, gender,
or another sensitive attribute. This will become clear when we discuss specific
studies.

Audit studies were pioneered by the US Department of Housing and Urban
Development in the 1970s for the purpose of studying the adverse treatment faced
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by minority home buyers and renters.2 They have since been successfully applied
to many other domains.

In one landmark study by Ayres & Siegelman, the researchers recruited 38

testers to visit about 150 car dealerships to bargain for cars, and record the price
they were offered at the end of bargaining.3 Testers visited dealerships in pairs;
testers in a pair differed in terms of race or gender. Both testers in a pair bargained
for the same model of car, at the same dealership, usually within a few days of
each other.

Pulling off an experiment such as this in a convincing way requires careful
attention to detail; here we describe just a few of the many details in the paper. Most
significantly, the researchers went to great lengths to minimize any differences
between the testers that might correlate with race or gender. In particular, all
testers were 28–32 years old, had 3–4 years of postsecondary education, and “were
subjectively chosen to have average attractiveness”. Further, to minimize the risk of
testers’ interaction with dealers being correlated with race or gender, every aspect
of their verbal or nonverbal behavior was governed by a script. For example, all
testers “wore similar ‘yuppie’ sportswear and drove to the dealership in similar
rented cars.” They also had to memorize responses to a long list of questions
they were likely to encounter. All of this required extensive training and regular
debriefs.

The paper’s main finding was a large and statistically significant price penalty
in the offers received by Black testers. For example, Black males received final
offers that were about $1,100 more than White males, which represents a threefold
difference in dealer profits based on data on dealer costs. The analysis in the paper
has alternative target variables (initial offers instead of final offers; percentage
markup instead of dollar offers), alternate model specifications (e.g. to account
the two audits in each pair having correlated noise), and additional controls
(e.g. bargaining strategy). Thus, there are a number of different estimates, but the
core findings remain robust.1

A tempting interpretation of this study is that if two people were identical
except for race, with one being White and the other being Black, then the offers
they should expect to receive would differ by about $1,100. But what does it mean
for two people to be identical except for race? Which attributes about them would
be the same, and which would be different?

With the benefit of the discussion of ontological instability in Chapter 5, we
can understand the authors’ implicit framework for making these decisions. In
our view, they treat race as a stable source node in a causal graph, attempt to hold
constant all of its descendants, such as attire and behavior, in order to estimate the
direct effect of race on the outcome. But what if one of the mechanisms of what we
understand as “racial discrimination” is based on attire and behavior differences?
The social construction of race suggests that this is plausible.4

1In an experiment such as this where the treatment is randomized, the addition or omission
of control variables in a regression estimate of the treatment effect does not result in an incorrect
estimate, but control variables can explain some of the noise in the observations and thus increase
the precision of the treatment effect estimate, i.e., decrease the standard error of the coefficient.
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Note that the authors did not attempt to eliminate differences in accent between
testers. Why not? From a practical standpoint, accent is difficult to manipulate.
But a more principled defense of the authors’ choice is that accent is a part of how
we understand race; a part of what it means to be Black, White, etc., so that even if
the testers could manipulate their accents, they shouldn’t. Accent is subsumed into
the “race” node in the causal graph.

To take an informed stance on questions such as this, we need a deep under-
standing of cultural context and history. They are the subject of vigorous debate in
sociology and critical race theory. Our point is this: the design and interpretation
of audit studies requires taking positions on contested social questions. It may be
futile to search for a single “correct” way to test even the seemingly straightforward
fairness notion of whether the decision maker treats similar individuals similarly
regardless of race. Controlling for a plethora of attributes is one approach. Ar-
guably, it yields lower bounds on the amount of discrimination since it incorporates
a thin conception of race. Another is to simply recruit Black testers and White
testers, have them behave and bargain as would be their natural inclination, and
measure the demographic disparity. Each approach tells us something valuable,
and neither is “better”.2

Another famous audit study by Bertrand & Mullainathan tested discrimination
in the labor market.5 Instead of sending testers in person, the researchers sent in
fictitious resumes in response to job ads. Their goal was to test if an applicant’s
race had an impact on the likelihood of an employer inviting them for an interview.
They signaled race in the resumes by using White-sounding names (Emily, Greg)
or Black-sounding names (Lakisha, Jamal). By creating pairs of resumes that were
identical except for the name, they found that White names were 50% more likely
to result in a callback than Black names. The magnitude of the effect was equivalent
to an additional eight years of experience on a resume.

Despite the study’s careful design, debates over interpretation have inevitably
arisen, primarily due to the use of candidate names as a way to signal race to
employers. Did employers even notice the names in all cases, and might the effect
have been even stronger if they had? Or, can the observed disparities be better
explained based on factors correlated with race, such as a preference for more
common and familiar names, or an inference of higher socioeconomic status for the
candidates with White-sounding names? (Of course, the alternative explanations
don’t make the observed behavior morally acceptable, but they are important to
consider.) Although the authors provide evidence against these interpretations,
debate has persisted. For a discussion of critiques of the validity of audit studies,
see Devah Pager’s survey.6

In any event, like other audit studies, this experiment tests fairness as blindness.
Even simple proxies for race, such as residential neighborhood, were held constant
between matched pairs of resumes. Thus, the design likely underestimates the
extent to which morally irrelevant characteristics affect callback rates in practice.

2In most other domains, say employment, testing demographic disparity would be less valuable,
because there are relevant differences between candidates. Price discrimination is unusual in that
there are no morally salient qualities of buyers that may justify it.
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This is just another way to say that attribute flipping does not generally produce
counterfactuals that we care about, and it is unclear if the effect sizes measured
have any meaningful interpretation that generalizes beyond the context of the
experiment.

Rather, as Issa Kohler-Hausmann argues, audit studies are valuable because
they trigger a strong and valid moral intuition.7 They also serve a practical purpose:
when designed well, they illuminate the mechanisms that produce disparities and
help guide interventions. For example, the car bargaining study concluded that
the preferences of owners of dealerships don’t explain the observed discrimination,
that the preferences of other customers may explain some of it, and strong evidence
that dealers themselves (rather than owners or customers) are the primary source
of the observed discrimination.

Resume-based audit studies, also known as correspondence studies, have been
widely replicated. We briefly present some major findings, with the caveat that
there may be publication biases. For example, studies finding no evidence of an
effect are in general less likely to be published. Alternately, published null findings
might reflect poor experiment design, or might simply indicate that discrimination
is only expressed in certain contexts.

A 2016 survey by Bertrand and Duflo lists 30 studies from 15 countries covering
nearly all continents revealing pervasive discrimination against racial and ethnic
minorities.8 The method has also been used to study discrimination based on
gender, sexual orientation, and physical appearance.8 It has also been used outside
the labor market, in retail and academia.8 Finally, trends over time have been
studied: a meta-analysis found no change in racial discrimination in hiring against
African Americans from 1989 to 2015. There was some indication of declining
discrimination against Latinx Americans, although the data on this question was
sparse.9

Collectively, audit studies have helped nudge the academic and policy debate
away from the naive view that discrimination is a concern of a bygone era. From
a methodological perspective, our main takeaway from the discussion of audit
studies is the complexity of defining and testing blindness.

Testing the impact of blinding

In some situations, it is not possible to test blindness by randomizing the decision
maker’s perception of race, gender, or other sensitive attribute. For example,
suppose we want to test if there’s gender discrimination in peer review in a
particular research field. Submitting real papers with fictitious author identities
may result in the reviewer attempting to look up the author and realizing the
deception. A design in which the researcher changes author names to those of real
people is even more problematic.

There is a slightly different strategy that’s more viable: an editor of a scholarly
journal in the research field could conduct an experiment in which each paper
received is randomly assigned to be reviewed in either a single-blind fashion (in
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which the author identities are known to the referees) or double-blind fashion (in
which author identities are withheld from referees). Indeed, such experiments have
been conducted,10 but in general even this strategy can be impractical.

At any rate, suppose that a researcher has access to only observational data on
journal review policies and statistics on published papers. Among ten journals in
the research field, some introduced double-blind review, and did so in different
years. The researcher observes that in each case, right after the switch, the fraction
of female-authored papers rose, whereas there was no change for the journals
that stuck with single-blind review. Under certain assumptions, this enables
estimating the impact of double-blind reviewing on the fraction of accepted papers
that are female-authored. This hypothetical example illustrates the idea of a
“natural experiment”, so called because experiment-like conditions arise due to
natural variation. Specifically, the study design in this case is called differences-
in-differences. The first “difference” is between single-blind and double-blind
reviewing, and the second “difference” is between journals (row 2 in the summary
table).

Differences-in-differences is methodologically nuanced, and a full treatment
is beyond our scope.11 We briefly note some pitfalls. There may be unobserved
confounders: perhaps the switch to double-blind reviewing at each journal hap-
pened as a result of a change in editorship, and the new editors also instituted
policies that encouraged female authors to submit strong papers. There may also
be spillover effects (which violates the Stable Unit Treatment Value Assumption): a
change in policy at one journal can cause a change in the set of papers submitted
to other journals. Outcomes are serially correlated (if there is a random fluctuation
in the gender composition of the research field due to an entry or exodus of some
researchers, the effect will last many years). This complicates the computation of
the standard error of the estimate.12 Finally, the effect of double blinding on the
probability of acceptance of female-authored papers (rather than on the fraction of
accepted papers that are female authored) is not identifiable using this technique
without additional assumptions or controls.

Even though testing the impact of blinding sounds similar to testing blindness,
there is a crucial conceptual and practical difference. Since we are not asking a
question about the impact of race, gender, or another sensitive attribute, we avoid
running into ontological instability. The researcher doesn’t need to intervene on
the observable features by constructing fictitious resumes or training testers to use
a bargaining script. Instead, the natural variation in features is left unchanged;
the study involves real decision subjects. The researcher only intervenes on the
decision making procedure (or exploits natural variation) and evaluates the impact
of that intervention on groups of candidates defined by the sensitive attribute A.
Thus, A is not a node in a causal graph, but merely a way to split the units into
groups for analysis. Questions of whether the decision maker actually inferred
the sensitive attribute or merely a feature correlated with it are irrelevant to the
interpretation of the study. Further, the effect sizes measured do have a meaning
that generalizes to scenarios beyond the experiment. For example, a study tested
the effect of “resume whitening”, in which minority applicants deliberately conceal
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cues of their racial or ethnic identity in job application materials to improve their
chances of getting a callback.13 The effects reported in the study are meaningful to
job seekers who engage in this practice.

Revealing extraneous factors in decisions

Sometimes natural experiments can be used to show the arbitrariness of decision
making rather than unfairness in the sense of non-blindness (row 3 in the summary
table). Recall that arbitrariness is one type of unfairness that we are concerned about
in this book (Chapter 2). Arbitrariness may refer to the lack of a uniform decision
making procedure or to the incursion of irrelevant factors into the procedure.

For example, a study looked at decisions made by judges in Louisiana juvenile
courts, including sentence lengths.14 It found that in the week following an upset
loss suffered by the Louisiana State University (LSU) football team, judges imposed
sentences that were 7% longer on average. The impact was greater for Black
defendants. The effect was driven entirely by judges who got their undergraduate
degrees at LSU, suggesting that the effect is due to the emotional impact of the
loss. For readers unfamiliar with the culture of college football in the United States,
the paper helpfully notes that “Describing LSU football just as an event would be a
huge understatement for the residents of the state of Louisiana.”

Another well-known study by Danziger et al. on the supposed unreliability of
judicial decisions is in fact a poster child for the danger of confounding variables in
natural experiments. The study tested the relationship between the order in which
parole cases are heard by judges and the outcomes of those cases.15 It found that
the percentage of favorable rulings started out at about 65% early in the day before
gradually dropping to nearly zero right before the judges’ food break, returned to
~65% after the break, with the same pattern repeated for the following food break!
The authors suggested that judges’ mental resources are depleted over the course
of a session, leading to poorer decisions. It quickly became known as the “hungry
judges” study and has been widely cited as an example of the fallibility of human
decision makers.

The finding would be extraordinary if the order of cases was truly random. In
fact, it would be so extraordinary that it has been argued that the study should be
dismissed simply based on the fact that the effect size observed is far too large to
be caused by psychological phenomena such as judges’ attention.16

The authors were well aware that the order wasn’t random, and performed
a few tests to see if it is associated with factors pertinent to the case (since those
factors might also impact the probability of a favorable outcome in a legitimate
way). They did not find such factors. But it turned out they didn’t look hard
enough. A follow-up investigation revealed multiple confounders and potential
confounders, including the fact that prisoners without an attorney are presented
last within each session, and tend to prevail at a much lower rate.17 This invalidates
the conclusion of the original study.
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Figure 1: Fraction of favorable rulings over the course of a day. The dotted lines
indicate food breaks. From Danziger et al.

Testing the impact of decisions and interventions

An underappreciated aspect of fairness in decision making is the impact of the
decision on the decision subject. In our prediction framework, the target variable
(Y) is not impacted by the score or prediction (R). But this is not true in practice.
Banks set interest rates for loans based on the predicted risk of default, but setting
a higher interest rate makes a borrower more likely to default. The impact of the
decision on the outcome is a question of causal inference.

There are other important questions we can ask about the impact of decisions.
What is the utility or cost of a positive or negative decision to different decision
subjects (and groups)? For example, admission to a college may have a different
utility to different applicants based on the other colleges where they were or weren’t
admitted. Decisions may also have effects on people who are not decision subjects.
For instance, incarceration impacts not just individuals but communities.18 Measur-
ing these costs allows us to be more scientific about setting decision thresholds and
adjusting the tradeoff between false positives and negatives in decision systems.

One way to measure the impact of decisions is via experiments, but again, they
can be infeasible for legal, ethical, and technical reasons. Instead, we highlight
a natural experiment design for testing the impact of a decision — or a fairness
intervention — on the candidates, called regression discontinuity (row 4 in the
summary table).

Suppose we’d like to test if a merit-based scholarship program for first-generation
college students has lasting beneficial effects — say, on how much they earn after
college. We cannot simply compare the average salary of students who did and
did not win the scholarship, as those two variables may be confounded by intrinsic
ability or other factors. But suppose the scholarships were awarded based on
test scores, with a cutoff of 85%. Then we can compare the salary of students
with scores of 85% to 86% (and thus were awarded the scholarship) with those of
students with scores of 84% to 85% (and thus were not awarded the scholarship).
We may assume that within this narrow range of test scores, scholarships are
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awarded essentially randomly. For example, if the variation (standard error) in test
scores for students of identical ability is 5 percentage points, then the difference
between 84% and 86% is of minimal significance. Thus we can estimate the impact
of the scholarship as if we did a randomized controlled trial.

We need to be careful, though. If we consider too narrow a band of test scores
around the threshold, we may end up with insufficient data points for inference. If
we consider a wider band of test scores, the students in this band may no longer
be exchangeable units for the analysis.

Another pitfall arises because we assumed that the set of students who receive
the scholarship is precisely those that are above the threshold. If this assumption
fails, it immediately introduces the possibility of confounders. Perhaps the test
score is not the only scholarship criterion, and income is used as a secondary
criterion. Or, some students offered the scholarship may decline it because they
already received another scholarship. Other students may not avail of the offer
because the paperwork required to claim it is cumbersome. If it is possible to take
the test multiple times, wealthier students may be more likely to do so until they
meet the eligibility threshold.

Purely observational tests

The final category of quantitative tests for discrimination is purely observational.
When we are not able to do experiments on the system of interest, nor have the
conditions that enable quasi-experimental studies, there are still many questions
we can answer with purely observational data.

One question that is often studied using observational data is whether the
decision maker used the sensitive attribute; this can be seen as a loose analog of
audit studies. This type of analysis is often used in the legal analysis of disparate
treatment, although there is a deep and long-standing legal debate on whether and
when explicit consideration of the sensitive attribute is necessarily unlawful.19

The most common way to do this is to use regression analysis to see if attributes
other than the protected attributes can collectively “explain” the observed deci-
sions20 (row 5 in the summary table). If they don’t, then the decision maker must
have used the sensitive attribute. However, this is a brittle test. As discussed in
Chapter 3, given a sufficiently rich dataset, the sensitive attribute can be recon-
structed using the other attributes. It is no surprise that attempts to apply this
test in a legal context can turn into dueling expert reports, as seen in the SFFA
vs. Harvard case discussed in Chapter 5.

We can of course try to go deeper with observational data and regression
analysis. To illustrate, consider the gender pay gap. A study might reveal that
there is a gap between genders in wage per hour worked for equivalent positions
in a company. A rebuttal might claim that the gap disappears after controlling
for college GPA and performance review scores. Such studies can be seen as tests
for conditional demographic parity (row 6 in the summary table). Note that this
requires strong assumptions about the functional form of the relationship between
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the independent variables and the target variable.
It can be hard to make sense of competing claims based on regression analysis.

Which variables should we control for, and why? There are two ways in which we
can put these observational claims on a more rigorous footing. The first is to use a
causal framework to make our claims more precise. In this case, causal modeling
might alert us to unresolved questions: why do performance review scores differ
by gender? What about the gender composition of different roles and levels of
seniority? Exploring these questions may reveal unfair practices. Of course, in this
instance the questions we raised are intuitively obvious, but other cases may be
more intricate.

The second way to go deeper is to apply our normative understanding of
fairness to determine which paths from gender to wage are morally problematic. If
the pay gap is caused by the (well-known) gender differences in negotiating for
pay raises, does the employer bear the moral responsibility to mitigate it? This is,
of course, a normative and not a technical question.

Outcome-based tests

So far in this chapter we’ve presented many scenarios — screening job candidates,
peer review, parole hearings — that have one thing in common: while they all
aim to predict some outcome (job performance, paper quality, recidivism), the
researcher does not have access to data on the true outcomes.

Lacking ground truth, the focus shifts to the observable characteristics at
decision time, such as job qualifications. A persistent source of difficulty in these
settings is for the researcher to construct two sets of samples that differ only in the
sensitive attribute and not in any of the relevant characteristics. This is often an
untestable assumption. Even in an experimental setting such as a resume audit
study, there is substantial room for different interpretations: did employers infer
race from names, or socioeconomic status? And in observational studies, the
findings might turn out to be invalid because of unobserved confounders (such as
in the hungry judges study).

But if outcome data are available, then we can do at least one test of fairness
without needing any of the observable features (other than the sensitive attribute):
specifically, we can test for sufficiency, which requires that the true outcome be
conditionally independent of the sensitive attribute given the prediction (Y ⊥ A|R).
For example, in the context of lending, if the bank’s decisions satisfy sufficiency,
then among applicants in any narrow interval of predicted probability of default
(R), we should find the same rate of default (Y) for applicants of any group (A).

Typically, the decision maker (the bank) can test for sufficiency, but an external
researcher cannot, since the researcher only gets to observe Ŷ and not R (i.e.,
whether or not the loan was approved). Such a researcher can test predictive
parity rather than sufficiency. Predictive parity requires that the rate of default
(Y) for favorably classified applicants (Ŷ = 1) of any group (A) be the same. This
observational test is called the outcome test (row 7 in the summary table).

Here is a tempting argument based on the outcome test: if one group (say
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Figure 2: Hypothetical probability density of loan default for two groups, women
(solid line) and men (dashed line).

women) who receive loans have a lower rate of default than another (men), it
suggests that the bank applies a higher bar for loan qualification for women.
Indeed, this type of argument was the original motivation behind the outcome test.
But it is a logical fallacy; sufficiency does not imply predictive parity (or vice versa).
To see why, consider a thought experiment involving the Bayes optimal predictor.
In the hypothetical figure below, applicants to the left of the vertical line qualify
for the loan. Since the area under the curve to the left of the line is concentrated
further to the right for men than for women, men who receive loans are more likely
to default than women. Thus, the outcome test would reveal that predictive parity
is violated, whereas it is clear from the construction that sufficiency is satisfied,
and the bank applies the same bar to all groups.

This phenomenon is called infra-marginality, i.e., the measurement is aggregated
over samples that are far from the decision threshold (margin). If we are indeed
interested in testing sufficiency (equivalently, whether the bank applied the same
threshold to all groups), rather than predictive parity, this is a problem. To address
it, we can somehow try to narrow our attention to samples that are close to the
threshold. This is not possible with (Ŷ, A, Y) alone: without knowing R, we don’t
know which instances are close to the threshold. However, if we also had access
to some set of features X′ (which need not coincide with the set of features X
observed by the decision maker), it becomes possible to test for violations of
sufficiency. The threshold test is a way to do this (row 8 in the summary table). A
full description is beyond our scope.21 One limitation is that it requires a model of
the joint distribution of (X′, A, Y) whose parameters can be inferred from the data,
whereas the outcome test is model-free.

While we described infra-marginality as a limitation of the outcome test, it can
also be seen as a benefit. When using a marginal test, we treat the distribution of
applicant characteristics as a given, and miss the opportunity to ask: why are some
individuals so far from the margin? Ideally, we can use causal inference to answer
this question, but when the data at hand don’t allow this, non-marginal tests might
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be a useful starting point for diagnosing unfairness that originates “upstream” of
the decision maker. Similarly, error rate disparity, to which we will now turn, while
crude by comparison to more sophisticated tests for discrimination, attempts to
capture some of our moral intuitions for why certain disparities are problematic.

Separation and selective labels

Recall that separation is defined as R ⊥ A|Y. At first glance, it seems that there is a
simple observational test analogous to our test for sufficiency (Y ⊥ A|R). However,
this is not straightforward, even for the decision maker, because outcome labels can
be observed only for some of the applicants (i.e. the ones who received favorable
decisions). Trying to test separation using this sample suffers from selection bias.
This is an instance of what is called the selective labels problem. The issue also affects
the computation of false positive and false negative rate parity, which are binary
versions of separation.

More generally, the selective labels problem is the issue of selection bias in
evaluating decision making systems due to the fact that the very selection process
we wish to study determines the sample of instances that are observed. It is not
specific to the issue of testing separation or error rates: it affects the measurement
of other fundamental metrics such as accuracy as well. It is a serious and often
overlooked issue that has been the subject of some study.22

One way to get around this barrier is for the decision maker to employ an
experiment in which some sample of decision subjects receive positive decisions
regardless of the prediction (row 9 in the summary table). However, such experi-
ments raise ethical concerns and are rarely done in practice. In machine learning,
some experimentation is necessary in settings where there does not exist offline
data for training the classifier, which must instead simultaneously learn and make
decisions.23

One scenario where it is straightforward to test separation is when the “pre-
diction” is not actually a prediction of a future event, but rather when machine
learning is used for automating human judgment, such as harassment detection in
online comments. In these applications, it is indeed possible and important to test
error rate parity.

Summary of traditional tests and methods
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,Ŷ
:=

,Y
O

ft
en

un
et

hi
ca

lo
r

im
pr

ac
ti

ca
l

1
0

O
bs

er
va

ti
on

al
te

st
D

em
og

ra
ph

ic
pa

ri
ty

A
,R

Se
e

C
ha

pt
er

3

1
1

M
ed

ia
ti

on
an

al
ys

is
“R

el
ev

an
t”

m
ec

ha
ni

sm
X

,A
,R

Se
e

C
ha

pt
er

5

13



Legend:

• := indicates intervention on some variable (that is, X := does not represent a
new random variable but is simply an annotation describing how X is used
in the test)

• ∼ natural variation in some variable exploited by the researcher
• A-exp exposure of a signal of the sensitive attribute to the decision maker
• W a feature that is considered irrelevant to the decision
• X′ a set of features which may not coincide with those observed by the

decision maker|
• Y′ an outcome that may or may not be the one that is the target of prediction|

Taste-based and statistical discrimination

We have reviewed several methods of detecting discrimination but we have not
addressed the question of why discrimination happens. A long-standing way to try
to answer this question from an economic perspective is to classify discrimination
as taste-based or statistical. A taste-based discriminator is motivated by an irrational
animus or prejudice for a group. As a result, they are willing to make sub-optimal
decisions by passing up opportunities to select candidates from that group, even
though they will incur a financial penalty for doing so. This is the classic model of
discrimination in labor markets introduced by Gary Becker in 1957.24

A statistical discriminator, in contrast, aims to make optimal predictions about
the target variable using all available information, including the protected attribute.
This theory was developed in the early 1970s by Edmund Phelps and Kenneth
Arrow among others.25, 26 In the simplest model of statistical discrimination, two
conditions hold: first, the distribution of the target variable differs by group. The
usual example is of gender discrimination in the workplace, involving an employer
who believes that women are more likely to take time off due to pregnancy
(resulting in lower job performance). The second condition is that the observable
characteristics do not allow a perfect prediction of the target variable, which is
essentially always the case in practice. Under these two conditions, the optimal
prediction will differ by group even when the relevant characteristics are identical.
In this example, the employer would be less likely to hire a woman than an equally
qualified man. There’s a nuance here: from a moral perspective we would say
that the employer above discriminates against all female candidates. But under
the definition of statistical discrimination, the employer only discriminates against
the female candiates who would not have taken time off if hired (and in fact
discriminates in favor of the female candidates who would take time off if hired).

While some authors put much weight understanding discrimination based
on the taste-based vs. statistical categorization, we will de-emphasize it in this
book. Several reasons motivate our choice. First, since we are interested in
extracting lessons for statistical decision making systems, the distinction is not that
helpful: such systems will not exhibit taste-based discrimination unless prejudice
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is explicitly programmed into them (while that is certainly a possibility, it is not a
primary concern of this book).

Second, there are practical difficulties in distinguishing between taste-based and
statistical discrimination. Often, what might seem to be a “taste” for discrimination
is simply the result of an imperfect understanding of the decision-maker’s infor-
mation and beliefs. For example, at first sight the findings of the car bargaining
study may look like a clear-cut case of taste-based discrimination. But maybe the
dealer knows that different customers have different access to competing offers
and therefore have different willingness to pay for the same item. Then, the dealer
uses race as a proxy for this amount (correctly or not). In fact, the paper provides
tentative evidence towards this interpretation. The reverse is also possible: if the
researcher does not know the full set of features observed by the decision maker,
taste-based discrimination might be mischaracterized as statistical discrimination.

Third, many of the fairness questions of interest to us, such as structural
discrimination, don’t map to either of these criteria (as they only consider causes
that are relatively proximate to the decision point). We will discuss structural
discrimination in Chapter 8.

Finally, it’s also worth noting that thinking about discrimination in terms of the
dichotomy of taste-based and statistical is associated with the policy position that
fairness interventions are unnecessary. In this view, firms that practice taste-based
discrimination will go out of business. As for statistical discrimination, it is argued
to be either justified, or futile to proscribe because firms will find workarounds.
For example, laws restricting employers from asking about applicants’ criminal
history resulted in employers using race as a proxy for it.27

Of course, that’s not necessarily a reason to avoid discussing taste-based and
statistical discrimination, as the policy position in no way follows from the technical
definitions and models themselves; it’s just a relevant caveat for the reader who
might encounter these dubious arguments in other sources.

Although we de-emphasize this distinction, we consider it critical to study the
sources and mechanisms of discrimination. This helps us design effective and well-
targeted interventions. For example, several studies (including the car bargaining
study) test whether the source of discrimination lies in the owner, employees, or
customers.

An example of a study that can be difficult to interpret without understanding
the mechanism is a 2015 resume-based audit study that revealed a 2:1 faculty
preference for women for STEM tenure-track positions.28 Consider the range of
possible explanations: animus against men; a desire to compensate for past disad-
vantage suffered by women in STEM fields; a preference for a more diverse faculty
(assuming that the faculties in question are currently male dominated); a response
to financial incentives for diversification frequently provided by universities to
STEM departments; and an assumption by decision makers that due to prior
descrimination, a female candidate with an equivalent CV to a male candidate is
of greater intrinsic ability. Note that if this assumption is correct, then a preference
for female candidates is accuracy maximizing (as a predictor of career success). It
is also required by some fairness criteria, such as counterfactual fairness.
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To summarize, rather than a one-size-fits-all approach to understanding mecha-
nisms such as taste-based vs statistical discrimination, more useful is a nuanced
and domain-specific approach where we formulate hypotheses in part by studying
decision making processes and organizations, especially in a qualitative way. Let
us now turn to those studies.

Studies of decision making processes and organizations

One way to study decision making processes is through surveys of decision makers
or organizations. Sometimes such studies reveal blatant discrimination, such
as strong racial preferences by employers.29 Over the decades, however, such
overt attitudes have become less common, or at least less likely to be expressed.30

Discrimination tends to operate in more subtle, indirect, and covert ways.
Ethnographic studies excel at helping us understand covert discrimination.

Ethnography is one of the main research methods in the social sciences and is
based on the idea of the researcher being embedded among the research subjects
for an extended period of time as they go about their daily activities. It is a set of
qualitative methods that are complementary to and symbiotic with quantitative
ones. Ethnography allows us to ask questions that are deeper than quantitative
methods permit and to produce richly detailed accounts of culture. It also helps
formulate hypotheses that can be tested quantitatively.

A good illustration is the book Pedigree by Lauren Rivera which examines hiring
practices in a set of elite consulting, banking, and law firms.31 These firms together
constitute the majority of the highest-paying and most desirable entry-level jobs for
college graduates. The author used two standard ethnographic research methods.
The first is a set of 120 interviews in which she presented as a graduate student
interested in internship opportunities. The second method is called participant
observation: she worked in an unpaid Human Resources position at one of the
firms for 9 months, after obtaining consent to use her observations for research.
There are several benefits to the researcher becoming a participant in the culture:
it provides a greater level of access, allows the researcher to ask more nuanced
questions, and makes it more likely that the research subjects would behave as they
would when not being observed.

Several insights from the book are relevant to us. First, the hiring process
has about nine stages, including outreach, recruitment events, screening, multiple
rounds of interviews and deliberations, and “sell” events. This highlights why any
quantitative study that focuses on a single slice of the process (say, evaluation of
resumes) is limited in scope. Second, the process bears little resemblance to the
ideal of predicting job performance based on a standardized set of attributes, albeit
noisy ones, that we described in Chapter 1. Interviewers pay a surprising amount
of attention to attributes that should be irrelevant or minimally relevant, such as
leisure activities, but which instead serve as markers of class. Applicants from
privileged backgrounds are more likely to be viewed favorably, both because they
are able to spare more time for such activities, and because they have the insider
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knowledge that these seemingly irrelevant attributes matter in recruitment. The
signals that firms do use as predictors of job performance, such as admission to
elite universities — the pedigree in the book’s title — are also highly correlated with
socioeconomic status. The authors argue that these hiring practices help explain
why elite status is perpetuated in society along hereditary lines. In our view, the
careful use of statistical methods in hiring, despite their limits, may mitigate the
strong social class based preferences exposed in the book.

Another book, Inside Graduate Admissions by Julie Posselt, focuses on education
rather than labor market.32 It resulted from the author’s observations of decision
making by graduate admissions committees in nine academic disciplines over two
years. A striking theme that pervades this book is the tension between formalized
and holistic decision making. For instance, committees arguably over-rely on GRE
scores despite stating that they consider their predictive power to be limited. As
it turns out, one reason for the preference for GRE scores and other quantitative
criteria is that they avoid the difficulties of subjective interpretation associated with
signals such as reference letters. This is considered valuable because it minimizes
tensions between faculty members in the admissions process. On the other hand,
decision makers are implicitly aware (and occasionally explicitly articulate) that
if admissions criteria are too formal, then some groups of applicants — notably,
applicants from China — would be successful at a far greater rate, and this is
considered undesirable. This motivates a more holistic set of criteria, which often
include idiosyncratic factors such as an applicant’s hobby being considered “cool”
by a faculty member. The author argues that admissions committees use a facially
neutral set of criteria, characterized by an almost complete absence of explicit,
substantive discussion of applicants’ race, gender, or socioeconomic status, but
which nonetheless perpetuates inequities. For example, there is a reluctance to
take on students from underrepresented backgrounds whose profiles suggest that
they would benefit from more intensive mentoring.

This concludes the first part of the chapter. Now let us turn to algorithmic
systems. The background we’ve built up so far will prove useful. In fact, the
traditional tests of discrimination are just as applicable to algorithmic systems. But
we will also encounter many novel issues.

Part 2: Testing discrimination in algorithmic systems

An early example of discrimination in an algorithmic system is from the 1950s. In
the United States, applicants for medical residency programs provide a ranked
list of their preferred hospital programs to a centralized system, and hospitals
likewise rank applicants. A matching algorithm takes these preferences as input
and produces an assignment of applicants to hospitals that optimizes mutual
desirability.3

3Specifically, it satisfies the requirement that if applicant A is not matched to hospital H, then
either A matched to a hospital that he ranked higher than H, or H matched to a set of applicants all
of whom it ranked higher than A.
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Early versions of the system discriminated against couples who wished to
stay geographically close, because couples could not accurately express their joint
preferences: for example, each partner might prefer a hospital over all others
but only if the other partner also matched to the same hospital.33, 34 This is a
non-comparative notion of discrimination: the system does injustice to an applicant
(or a couple) when it does not allow them to express their preferences, regardless
of how other applicants are treated. Note that none of the tests for fairness that we
have discussed are capable of detecting this instance of discrimination, as it arises
because of dependencies between pairs of units, which is not something we have
modeled.

There was a crude attempt in the residency matching system to capture joint
preferences, involving designating one partner in each couple as the “leading
member”; the algorithm would match the leading member without constraints
and then match the other member to a proximate hospital if possible. Given the
prevailing gender norms at that time, it is likely that this method had a further
discriminatory impact on women in heterosexual couples.

Despite these early examples, it is the 2010s that testing unfairness in real-world
algorithmic systems has become a pressing concern and a distinct area of research.
This work has much in common with the social science research that we reviewed,
but the targets of research have expanded considerably. In the rest of this chapter,
we will review and attempt to systematize the research methods in several areas of
algorithmic decision making: various applications of natural-language processing
and computer vision; ad targeting platforms; search and information retrieval tools;
and online markets (ride hailing, vacation rentals, etc). Much of this research has
focused on drawing attention to the discriminatory effects of specific, widely-used
tools and platforms at specific points in time. While that is a valuable goal, we
will aim to highlight broader, generalizable themes in our review. We will close
the chapter by identifying common principles and methods behind this body of
research.

Fairness considerations in applications of natural language processing

One of the most central tasks in NLP is language identification: determining the
language that a given text is written in. It is a precursor to virtually any other
NLP operation on the text such as translation to the user’s preferred language
on social media platforms. It is considered a more-or-less solved problem, with
relatively simple models based on n-grams of characters achieving high accuracies
on standard benchmarks, even for short texts that are a few words long.

However, a 2016 study showed that a widely used tool, langid.py, which
incorporates a pre-trained model, had substantially more false negatives for tweets
written in African-American English (AAE) compared to those written in more
common dialectal forms: 13.2% of AAE tweets were classified as non-English
compared to 7.6% of “White-aligned” English tweets. AAE is a set of English
dialects commonly spoken by Black people in the United States (of course, there

18



is no implication that all Black people in the United States primarily speak AAE
or even speak it at all)4. The authors’ construction of the AAE and White-aligned
corpora themselves involved machine learning as well as validation based on
linguistic expertise; we will defer a full discussion to the Measurement chapter.
The observed error rate disparity is likely a classic case of underrepresentation in
the training data.

Unlike the audit studies of car sales or labor markets discussed earlier, here it
is not necessary (or justifiable) to control for any features of the texts, such as the
level of formality. While it may certainly be possible to “explain” disparate error
rates based on such features, that is irrelevant to the questions of interest in this
context, such as whether NLP tools will perform less well for one group of users
compared to another.

NLP tools range in their application from aids to online interaction to com-
ponents of decisions with major career consequences. In particular, NLP is used
in predictive tools for screening of resumes in the hiring process. There is some
evidence of potential discriminatory impacts of such tools, both from employers
themselves36 and from applicants,37 but it is limited to anecdotes. There is also
evidence from the lab experiments on the task of predicting occupation from online
biographies.38

We briefly survey other findings. Automated essay grading software tends to
assign systematically lower scores to some demographic groups39 compared to
human graders, whose scores may themselves be discriminatory.40 Hate speech
detection models use markers of dialect as predictors of toxicity, according to a lab
study,41 resulting in discrimination against minority speakers. Many sentiment
analysis tools assign systematically different scores to text based on race-aligned or
gender-aligned names of people mentioned in the text.42 Speech-to-text systems
perform worse for speakers with certain accents.43 In all these cases, the author or
speaker of the text is potentially harmed. In other NLP systems, i.e., those involving
natural language generation or translation, there is a different type of fairness
concern, namely the generation of text reflecting cultural prejudices resulting in
representational harm to a group of people.44 The table below summarizes this
discussion.

There is a line of research on cultural stereotypes reflected in word embeddings.
Word embeddings are representations of linguistic units; they do not correspond
to any linguistic or decision-making task. As such, lacking any notion of ground
truth or harms to people, it is not meaningful to ask fairness questions about word
embeddings without reference to specific downstream tasks in which they might
be used. More generally, it is meaningless to ascribe fairness as an attribute of
models as opposed to actions, outputs, or decision processes.

4For a treatise on AAE, see.35 The linguistic study of AAE highlights the complexity and internal
consistency of its grammar, vocabulary, and other distinctive features, and refutes the basis of
prejudiced views of AAE as inferior to standard English.
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Demographic disparities and questionable applications of computer
vision

Like NLP, computer vision technology has made major headway in the 2010s due
to the availability of large-scale training corpora and improvements in hardware for
training neural networks. Today, many types of classifiers are used in commercial
products to analyze images and videos of people. Unsurprisingly, they often exhibit
disparities in performance based on gender, race, skin tone, and other attributes,
as well as deeper ethical problems.

A prominent demonstration of error rate disparity comes from Buolamwini
and Gebur’s analysis of three commercial tools designed to classify a person’s
gender as female or male based on an image, developed by Microsoft, IBM, and
Face++ respectively.45 The study found that all three classifiers perform better on
male faces than female faces (8.1% – 20.6% difference in error rate). Further, all
perform better on lighter faces than darker faces (11.8% – 19.2% difference in error
rate), and worst on darker female faces (20.8% – 34.7% error rate). Finally, since all
classifiers treat gender as binary, the error rate for people of nonbinary gender can
be considered to be 100%.

If we treat the classifier’s target variable as gender and the sensitive attribute
as skin tone, we can decompose the observed disparities into two separate issues:
first, female faces are classified as male more often than male faces are classified as
female. This can be addressed relatively easily by recalibrating the classification
threshold without changing the training process. The second and deeper issue is
that darker faces are misclassified more often than lighter faces.

Image classification tools have found it particularly challenging to achieve
geographic equity due to the skew in training datasets. A 2019 study evaluated
five popular object recognition services on images of household objects from
54 countries.46 It found significant accuracy disparities between countries, with
images from lower-income countries being less accurately classified. The authors
point out that household objects such as dish soap or spice containers tend to
look very different in different countries. These issues are exacerbated when
images of people are being classified. A 2017 analysis found that models trained
on ImageNet and Open Images, two prominent datasets for object recognition,
performed dramatically worse at recognizing images of bridegrooms from countries
such as Pakistan and India compared to those from North American and European
countries (the former were often classified as chain mail, a type of armor).47

Several other types of unfairness are known through anecdotal evidence in
image classification and face recognition systems. At least two different image
classification systems are known to have applied demeaning and insulting labels
to photos of people.48, 49 Face recognition systems have been anecdotally reported
to exhibit the cross-race effect wherein they are more likely to confuse faces of
two people who are from a racial group that is underrepresented in the training
data.50 This possibility was shown in a simple linear model of face recognition as
early as 1991.51 Many commercial products have had difficulty detecting faces of
darker-skinned people.52, 53 Similar results are known from lab studies of publicly
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available object detection models.54

More broadly, computer vision techniques seem to be particularly prone to
use in ways that are fundamentally ethically questionable regardless of accuracy.
Consider gender classification: while Microsoft, IBM, and Face++ have worked to
mitigate the accuracy disparities discussed above, a more important question is
why build a gender classification tool in the first place. By far the most common
application appears to be displaying targeted advertisements based on inferred
gender (and many other inferred characteristics, including age, race, and current
mood) in public spaces, such as billboards, stores, or screens in the back seats
of taxis. We won’t recap the objections to targeted advertising here, but it is an
extensively discussed topic, and the practice is strongly opposed by the public, at
least in the United States.55

Morally dubious computer vision technology goes well beyond this example,
and includes apps that “beautify” images of users’ faces, i.e., edit them to better
conform to mainstream notions of attractiveness; emotion recognition, which has
been alleged to be a pseudoscience; and the analysis of video footage for cues such
as body language for screening job applicants.56

Search and recommendation systems: three types of harms

Search engines, social media platforms, and recommendation systems have differ-
ent goals and underlying algorithms, but they do have many things in common
from a fairness perspective. They are not decision systems and don’t provide
or deny people opportunities, at least not directly. Instead, there are (at least)
three types of disparities and attendant harms that may arise in these systems.
First, they may serve the informational needs of some consumers (searchers or
users) better than others. Second, they may create inequities among producers
(content creators) by privileging certain content over others. Third, they may create
representational harms by amplifying and perpetuating cultural stereotypes. There
are a plethora of other ethical concerns about information platforms, such as the
potential to contribute to the political polarization of society. However, we will
limit our attention to harms that can be considered to be forms of discrimination.

Unfairness to consumers. An illustration of unfairness to consumers comes from
a study of collaborative filtering recommender systems that used theoretical and
simulation methods (rather than a field study of a deployed system).57 Collabora-
tive filtering is an approach to recommendations that is based on the explicit or
implicit feedback (e.g. ratings and consumption, respectively) provided by other
users of the system. The intuition behind it is seen in the “users who liked this item
also liked. . . ” feature on many services. The study found that such systems can
underperform for minority groups in the sense of being worse at recommending
content that those users would like. A related but distinct reason for underperfor-
mance occurs when users from one group are less observable, e.g., less likely to
provide ratings. The underlying assumption is that different groups have different
preferences, so that what the system learns about one group doesn’t generalize to
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other groups.
In general, this type of unfairness is hard to study in real systems (not just by

external researchers but also by system operators themselves). The main difficulty
is accurately measuring the target variable. The relevant target construct from a
fairness perspective is users’ satisfaction with the results or how well the results
served the users’ needs. Metrics such as clicks and ratings serve as crude proxies
for the target, and are themselves subject to demographic measurement biases.
Companies do expend significant resources on A/B testing or other experimental
methods for optimizing search and recommendation systems, and frequently
measure demographic differences as well. But to reiterate, such tests almost always
emphasize metrics of interest to the firm rather than benefit or payoff for the user.

A rare attempt to transcend this limitation comes from an (internal) audit study
of the Bing search engine by Merhotra et al.58 The authors devised methods to
disentangle user satisfaction from other demographic-specific variation by control-
ling for the effects of demographic factors on behavioral metrics. They combined it
with a method for inferring latent differences directly instead of estimating user
satisfaction for each demographic group and then comparing these estimates. This
method infers which impression, among a randomly selected pair of impressions,
led to greater user satisfaction. They did this using proxies for satisfaction such as
reformulation rate. Reformulating a search query is a strong indicator of dissatis-
faction with the results. Based on these methods, they found no gender differences
in satisfaction but mild age differences.

Unfairness to producers. In 2019, a group of content creators sued YouTube
alleging that YouTube’s algorithms as well as human moderators suppressed the
reach of LGBT-focused videos and the ability to earn ad revenue from them. This
is a distinct type of issue from that discussed above, as the claim is about a harm to
producers rather than consumers (although, of course, YouTube viewers interested
in LGBT content are also presumably harmed). There are many other ongoing
allegations and controversies that fall into this category: partisan bias in search
results and social media platforms, search engines favoring results from their own
properties over competitors, fact-checking of online political ads, and inadequate
(or, conversely, over-aggressive) policing of purported copyright violations. It
is difficult to meaningfully discuss and address these issues through the lens
of fairness and discrimination rather than a broader perspective of power and
accountability. The core issue is that when information platforms have control
over public discourse, they become the arbiters of conflicts between competing
interests and viewpoints. From a legal perspective, these issues fall primarily under
antitrust law and telecommunication regulation rather than antidiscrimination law.

Representational harms. The book Algorithms of Oppression drew attention to the
ways in which search engines reinforce harmful racial, gender, and intersectional
stereotypes.59 There have also been quantitative studies of some aspects of these
harms. In keeping with our quantitative focus, let’s discuss a study that measured
how well the gender skew in Google image search results for 45 occupations (author,
bartender, construction worker . . . ) corresponded to the real-world gender skew of
the respective occupations.60 This can be seen as test for calibration: instances are
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occupations and the fraction of women in the search results is viewed as a predictor
of the fraction of women in the occupation in the real world. The study found weak
evidence for stereotype exaggeration, that is, imbalances in occupational statistics
are exaggerated in image search results. However, the deviations were minor.

Consider a thought experiment: suppose the study had found no evidence of
miscalibration. Is the resulting system fair? It would be simplistic to answer in the
affirmative for at least two reasons. First, the study tested calibration between image
search results and occupational statistics in the United States. Gender stereotypes of
occupations as well as occupational statistics differ substantially between countries
and cultures. Second, accurately reflecting real-world statistics may still constitute
a representational harm when those statistics are skewed and themselves reflect a
history of prejudice. Such a system contributes to the lack of visible role models
for underrepresented groups. To what extent information platforms should bear
responsibility for minimizing these imbalances, and what types of interventions
are justified, remain matters of debate.

Understanding unfairness in ad targeting

Ads have long been targeted in relatively crude ways. For example, a health
magazine might have ads for beauty products, exploiting a coarse correlation.
In contrast to previous methods, online targeting offers several key advantages
to advertisers: granular data collection about individuals, the ability to reach
niche audiences (in theory, the audience size can be one, since ad content can be
programmatically generated and customized with user attributes as inputs), and
the ability to measure conversion (conversion is when someone who views the ad
clicks on it, and then takes another action such as a purchase). To date, ad targeting
has been one of the most commercially impactful applications of machine learning.

The complexity of modern ad targeting results in many avenues for disparities
in the demographics of ad views, which we will study. But it is not obvious how
to connect these disparities to fairness. After all, many types of demographic
targeting such as clothing ads by gender are considered innocuous.

There are two frameworks for understanding potential harms from ad targeting.
The first framework sees ads as unlocking opportunities for their recipients, because
they provide information that the viewer might not have. This is why targeting
employment or housing ads based on protected categories may be unfair and
unlawful. The domains where targeting is legally prohibited broadly correspond to
those which impact civil rights, and reflect the complex histories of discrimination
in those domains, as discussed in Chapter 6.

The second framework views ads as tools of persuasion rather than information
dissemination. In this framework, harms arise from ads being manipulative — that
is, exerting covert influence instead of making forthright appeals — or exploiting
stereotypes.61 Users are harmed by being targeted with ads that provide them
negative utility, as opposed to the first framework, in which the harm comes from
missing out on ads with positive utility. The two frameworks don’t necessarily
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contradict each other. Rather, individual ads or ad campaigns can be seen as either
primarily informational or primarily persuasive, and accordingly, one or the other
framework might be appropriate for analysis.5

There is a vast literature on how race and gender are portrayed in ads; we
consider this literature to fall under the persuasion framework.63 However, this
line of inquiry has yet to turn its attention to online targeted advertising, which
has the potential for accentuating the harms of manipulation and stereotyping by
targeting specific people and groups. Thus, the empirical research that we will
highlight falls under the informational framework.

There are roughly three mechanisms by which the same targeted ad may reach
one group more often than another. The most obvious is the use of explicit targeting
criteria by advertisers: either the sensitive attribute itself or a proxy for it (such
as ZIP code as a proxy for race). For example, Facebook allows thousands of
targeting categories, including categories that are automatically constructed by the
system based on users’ free-form text descriptions of their interests. Investigations
by ProPublica found that these categories included “Jew haters” and many other
antisemitic terms.64 The company has had difficulty eliminating even direct proxies
for sensitive categories, resulting in repeated exposés.

The second disparity-producing mechanism is optimization of click rate (or
another measure of effectiveness), which is one of the core goals of algorithmic
targeting. Unlike the first category, this does not require explicit intent by the
advertiser or the platform. The algorithmic system may predict a user’s probability
of engaging with an ad based on her past behavior, her expressed interests, and
other factors (including, potentially, explicitly expressed sensitive attributes).

The third mechanism is market effects: delivering an ad to different users
may cost the advertiser different amounts. For example, some researchers have
observed that women cost more to advertise to than men and hypothesized that
this is because women clicked on ads more often, leading to a higher measure of
effectiveness.65, 66 Thus if the advertiser simply specifies a total budget and leaves
the delivery up to the platform (which is a common practice), then the audience
composition will vary depending on the budget: smaller budgets will result in the
less expensive group being overrepresented.

In terms of methods to detect these disparities, researchers and journalists have
used broadly two approaches: interact with the system either as a user or as an
advertiser. Datta, Tschantz and Datta created simulated users that had the “gender”
attribute in Google’s Ad settings page set to female or male, and found that Google
showed the simulated male users ads from a certain career coaching agency that
promised large salaries more frequently than the simulated female users.67 While
this type of study establishes that employment ads through Google’s ad system
are not blind to gender (as expressed in the ad settings page), it cannot uncover
the mechanism, i.e., distinguish between explicit targeting by the advertiser and
platform effects of various kinds.

Interacting with ad platforms as an advertiser has proved to be a more fruitful

5The economic analysis of advertising includes a third category, complementary, that’s related to
persuasive or manipulative category.62
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approach so far, especially to analyze Facebook’s advertising system. This is
because Facebook exposes vastly more details about its advertising system to
advertisers than to users. In fact, it allows advertisers to learn more information
it has inferred or purchased about a user than it will allow the user himself
to access.68 The existence of anti-semitic auto-generated targeting categories,
mentioned above, was uncovered using the advertiser interface. Ad delivery on
Facebook has been found to introduce demographic disparities due to both market
effects and effectiveness optimization effects.65 To reiterate, this means that even
if the advertiser does not explicitly target an ad by (say) gender, there may be a
systematic gender skew in the ad’s audience. The optimization effects are enabled
by Facebook’s analysis of the contents of ads. Interestingly, this includes image
analysis, which researchers revealed using the clever technique of serving ads with
transparent content that is invisible to humans but nonetheless had an effect on ad
delivery.65

Fairness considerations in the design of online marketplaces

Online platforms for ride hailing, short-term housing, and freelance (gig) work
have risen to prominence in the 2010s: notable examples are Uber, Lyft, Airbnb,
and TaskRabbit. They are important targets for the study of fairness because they
directly impact people’s livelihoods and opportunities. We will set aside some
types of markets from our discussion. Online dating apps share some similarities
with these markets, but they require an entirely separate analysis because the
norms governing romance are different from those governing commerce and
employment.69 Then there are marketplaces for goods such as Amazon and eBay.
In these markets the characteristics of the participants are less salient than the
attributes of the product, so discrimination is less of a concern (which is not to say
that it is nonexistent70).

Unlike the domains studied so far, machine learning is not a core component
of the algorithms in online marketplaces. (Nonetheless, we consider it in scope
because of our broad interest in decision making and fairness, rather than just
machine learning.) Therefore fairness concerns are less about training data or
algorithms; the far more serious issue is discrimination by buyers and sellers. For
example, one study found that Uber drivers turned off the app in areas where they
did not want to pick up passengers.71

Methods to detect discrimination in online marketplaces are fairly similar to
traditional settings such as housing and employment; a combination of audit
studies and observational methods have been used. A notable example is a field
experiment targeting Airbnb by Edelman, Luca, and Svirsky.72 The authors created
fake guest accounts whose names signaled race (African-American or White) and
gender (female or male), but were otherwise identical. Twenty different names
were used: five in each combination of race and gender. They then contacted
the hosts of 6,400 listings in five cities through these accounts to inquire about
availability. They found a 50% probability of acceptance of inquiries from guests

26



with White-sounding names, compared to 42% for guests with African-American-
sounding names. The effect was persistent regardless of the host’s race, gender,
and experience on the platform, as well as listing type (high or low priced; entire
property or shared), and diversity of the neighborhood. Note that the accounts did
not have profile pictures; if inference of race by hosts happens in part based on
appearance, a study design that varied the accounts’ profile pictures might find a
greater effect.

Compared to traditional settings, some types of observational data are readily
available on online platforms, which can be useful to the researcher. In the above
study, the public availability of reviews of listed properties proved useful. It
was not essential to the design of the study, but allowed an interesting validity
check. When the analysis was restricted to the 29% hosts in the sample who had
received at least one review from an African-American guest, the racial disparity
in responses declined sharply. If the study’s findings were a result of a quirk of
the experimental design, rather than actual racial discrimination by Airbnb hosts,
it would be difficult to explain why the effect would disappear for this subset of
hosts. This supports the study’s external validity.

In addition to discrimination by participants, another fairness issue that many
online marketplaces must contend with is geographic differences in effectiveness.
One study of TaskRabbit and Uber found that neighborhoods with high popu-
lation density and high-income neighborhoods receive the largest benefits from
the sharing economy.73 Due to the pervasive correlation between poverty and
race/ethnicity, these also translate to racial disparities. In the Chicago area, where
this study was conducted, Black and Latino neighborhoods have a lower population
density, further exacerbating this effect.

Of course, geographic and structural disparities in these markets are not caused
by online platforms, and no doubt exist in offline analogs such as word-of-mouth
gig work. In fact, the magnitude of racial discrimination is much larger in scenarios
such as hailing taxis on the street74 compared to technologically mediated inter-
actions. However, in comparison to markets regulated by antidiscrimination law,
such as hotels, discrimination in online markets is more severe. In any case, the
formalized nature of online platforms makes audits easier. As well, the centralized
nature of these platforms is a powerful opportunity for fairness interventions.

There are many ways in which platforms can use design to minimize users’
ability to discriminate (such as by withholding information about counterparties)
and the impetus to discriminate (such as by making participant characteristics less
salient compared to product characteristics in the interface).75 There is no way for
platforms to take a neutral stance towards discrimination by participants: even
choices made without explicit regard for discrimination can affect the extent to
which users’ prejudicial attitudes translate into discriminatory behavior.

As a concrete example of design decisions to mitigate discrimination, the au-
thors of the Airbnb study recommend that the platform withhold guest information
from hosts prior to booking. (Note that ride hailing services do withhold customer
information. Carpooling services, on the other hand, allow users to view names
when selecting matches; unsurprisingly, this enables discrimination against eth-
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nic minorities.76) The authors of the study on geographic inequalities suggest,
among other interventions, that ride hailing services provide a “geographic repu-
tation” score to drivers to combat the fact that drivers often incorrectly perceive
neighborhoods to be more dangerous than they are.

Mechanisms of discrimination

We’ve looked at a number of studies on detecting unfairness in algorithmic systems.
Let’s take stock.

In the introductory chapter we discussed, at a high-level, different ways in
which unfairness could arise in machine learning systems. Here, we see that the
specific sources and mechanisms of unfairness can be intricate and domain-specific.
Researchers need an understanding of the domain to effectively formulate and test
hypotheses about sources and mechanisms of unfairness.

For example, consider the study of gender classification systems discussed
above. It is easy to guess that unrepresentative training datasets contributed to
the observed accuracy disparities, but unrepresentative in what way? A follow-
up paper by Muthukumar et al. considered this question.77 It analyzed several
state-of-the-art gender classifiers (in a lab setting, as opposed to field tests of
commercial APIs in the original paper) and argued that underrepresentation of
darker skin tones in the training data is not a reason for the observed disparity.
Instead, one mechanism suggested by the authors is based on the fact that many
training datasets of human faces comprise photos of celebrities. 6 They found that
photos of female celebrities have more prominent makeup compared to photos of
women in general. This led to classifiers using makeup as a proxy for gender in a
way that didn’t generalize to the rest of the population.

Slightly different hypotheses can produce vastly different conclusions, especially
in the presence of complex interactions between content producers, consumers,
and platforms. For example, one study by Robertson et al. tested claims of partisan
bias by search engines, as well as related claims that search engines return results
that reinforce searchers’ existing views (the “filter bubble” hypothesis).79 The
researchers recruited participants with different political views, collected Google
search results on a political topic in both standard and incognito windows from
those participants’ computers, and found that standard (personalized) search
results were no more partisan than incognito (non-personalized) ones, seemingly
finding evidence against the claim that online search reinforces users’ existing
beliefs.

This finding is consistent with the fact that Google doesn’t personalize search
results except based on searcher location and immediate (10-minute) history of
searches. This is known based on Google’s own admission80 and prior research.81

However, a more plausible hypothesis for the filter bubble effect in search

6This overrepresentation is because photos of celebrities are easier to gather publicly, and celebri-
ties are thought to have weakened privacy rights due to the competing public interest in their
activities. However, for a counterpoint, see.78
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comes from a qualitative study by Francesca Tripodi.82 Simplified somewhat for
our purposes, it goes as follows: when an event with political significance unfolds,
key influencers (politicians, partisan news outlets, interest groups, political message
boards) quickly craft their own narratives of the event. Those narratives selectively
reach their respective partisan audiences through partisan information networks.
Those people then turn to search engines to learn more or to “verify the facts”.
Crucially, however, they use different search terms to refer to the same event,
reflecting the different narratives to which they have been exposed.7 The results
for these different search terms are often starkly different, because the producers of
news and commentary selectively and strategically cater to partisans using these
same narratives. Thus, searchers’ beliefs are reinforced. Note that this filter-bubble-
producing mechanism operates effectively even though the search algorithm itself
is arguably neutral.8

A final example to reinforce the fact that disparity-producing mechanisms can
be subtle and that domain expertise is required to formulate the right hypothesis:
an investigation by journalists found that staples.com showed discounted prices
to individuals in some ZIP codes; these ZIP codes were, on average, wealthier.84

However, the actual pricing rule that explained most of the variation, as they
reported, was that if there was a competitor’s physical store located within 20 miles
or so of the customer’s inferred location, then the customer would see a discount!
Presumably this strategy is intended to infer the customer’s reservation price or
willingness to pay. Incidentally, this is a similar kind of “statistical discrimination”
as seen in the car sales discrimination study discussed at the beginning of this
chapter.

Fairness criteria in algorithmic audits

While the mechanisms of unfairness are different in algorithmic systems, the
applicable fairness criteria are the same for algorithmic decision making as other
kinds of decision making. That said, some fairness notions are more often relevant,
and others less so, in algorithmic decision making compared to human decision
making. We offer a few selected observations on this point.

Fairness as blindness is seen less often in audit studies of algorithmic systems;
such systems are generally designed to be blind to sensitive attributes. Besides
fairness concerns often arise precisely from the fact that blindness is generally
not an effective fairness intervention in machine learning. Two exceptions are ad
targeting and online marketplaces (where the non-blind decisions are in fact being
made by users and not the platform).

7For example, in 2017, US president Donald Trump called for the National Football League to fire
players who engaged in a much-publicized political protest during games. Opposing narratives of
this event were that NFL viewership had declined due to fans protesting players’ actions, or that it
had increased despite the protests. Search terms reflecting these views might be “NFL ratings down”
versus “NFL ratings up”.

8But see83 (“Data Void Type #4: Fragmented Concepts”) for an argument that search engines’
decision not to collapse related concepts contributes to this fragmentation.
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Unfairness as arbitrariness. There are roughly two senses in which decision
making could be considered arbitrary and hence unfair. The first is when decisions
are made on a whim rather than a uniform procedure. Since automated decision
making results in procedural uniformity, this type of concern is generally not
salient.

The second sense of arbitrariness applies even when there is a uniform proce-
dure, if that procedure relies on a consideration of factors that are thought to be
irrelevant, either statistically or morally. Since machine learning excels at finding
correlations, it commonly identifies factors that seem puzzling or blatantly unac-
ceptable. For example, in aptitude tests such as the Graduate Record Examination,
essays are graded automatically. Although e-rater and other tools used for this
purpose are subject to validation checks, and are found to perform similarly to
human raters on samples of actual essays, they are able to be fooled into giving
perfect scores to machine-generated gibberish. Recall that there is no straightfor-
ward criterion that allows us to assess if a feature is morally valid (Chapter 2), and
this question must be debated on a case-by-case basis.

More serious issues arise when classifiers are not even subjected to proper
validity checks. For example, there are a number of companies that claim to
predict candidates’ suitability for jobs based on personality tests or body language
and other characteristics in videos.56 There is no peer-reviewed evidence that job
performance is predictable using these factors, and no basis for such a belief. Thus,
even if these systems don’t produce demographic disparities, they are unfair in the
sense of being arbitrary: candidates receiving an adverse decision lack due process
to understand the basis for the decision, contest it, or determine how to improve
their chances of success.

Observational fairness criteria including demographic parity, error rate parity, and
calibration have received much attention in algorithmic fairness studies. Conve-
nience has probably played a big role in this choice: these metrics are easy to gather
and straightforward to report without necessarily connecting them to moral notions
of fairness. We reiterate our caution about the overuse of parity-based notions;
parity should rarely be made a goal by itself. At a minimum, it is important to
understand the sources and mechanisms that produce disparities as well as the
harms that result from them before deciding on appropriate interventions.

Representational harms. Traditionally, allocative and representational harms were
studied in separate literatures, reflecting the fact that they are mostly seen in
separate spheres of life (for instance, housing discrimination versus stereotypes
in advertisements). Many algorithmic systems, on the other hand, are capable of
generating both types of harms. A failure of face recognition for darker-skinned
people is demeaning, but it could also prevent someone from being able to access
a digital device or enter a building that uses biometric security.
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Information flow, fairness, privacy

A notion called information flow is seen frequently in algorithmic audits. This
criterion requires that sensitive information about subjects not flow from one
information system to another, or from one part of a system to another. For
example, a health website may promise that user activity, such as searches and
clicks, are not shared with third parties such as insurance companies (since that
may lead to potentially discriminatory effects on insurance premiums). It can
be seen as a generalization of blindness: whereas blindness is about not acting
on available sensitive information, restraining information flow ensures that the
sensitive information is not available to act upon in the first place.

There is a powerful test for testing violations of information flow constraints,
which we will call the adversarial test.67 It does not directly detect information
flow, but rather decisions that are made on the basis of that information. It is
powerful because it does not require specifying a target variable, which minimizes
the domain knowledge required of the researcher. To illustrate, let’s revisit the
example of the health website. The adversarial test operates as follows:

1. Create two groups of simulated users (A and B), i.e., bots, that are identical
except for the fact that users in group A, but not group B, browse the sensitive
website in question.

2. Have both groups of users browse other websites that are thought to serve ads
from insurance companies, or personalize content based on users’ interests,
or somehow tailor content to users based on health information. This is
the key point: the researcher does not need to hypothesize a mechanism
by which potentially unfair outcomes result — e.g. which websites (or third
parties) might receive sensitive data, whether the personalization might take
the form of ads, prices, or some other aspect of content.

3. Record the contents of the web pages seen by all users in the previous step.
4. Train a binary classifier to distinguish between web pages encountered by

users in group A and those encountered by users in group B. Use cross-
validation to measure its accuracy.

5. If the information flow constraint is satisfied (i.e., the health website did
not share any user information with any third parties), then the websites
browsed in step 2 are blind to user activities in step 1; thus the two groups
of users look identical, and there is no way to systematically distinguish
the content seen by group A from that seen by group B. The classifier’s
test accuracy should not significantly exceed 1

2 . The permutation test can be
used to quantify the probability that the classifier’s observed accuracy (or
better) could have arisen by chance if there is in fact no systematic difference
between the two groups.85

There are additional nuances relating to proper randomization and controls, for
which we refer the reader to the study by Datta, Tschantz, and Datta.67 Note that if
the adversarial test fails to detect an effect, it does not mean that the information
flow constraint is satisfied. Also note that the adversarial test is not capable of
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measuring an effect size. Such a measurement would be meaningless anyway, since
the goal is to detect information flow, and any effect on observable behavior of the
system is merely a proxy for it.

This view of information flow as a generalization of blindness reveals an
important connection between privacy and fairness. Many studies based on this
principle can be seen as either privacy or fairness investigations. For example,
a study found that Facebook solicits phone numbers from users with the stated
purpose of improving account security, but uses those numbers for ad targeting.86

This is an example of undisclosed information flow from one part of the system
to another. Another study used ad retargeting — in which actions taken on one
website, such as searching for a product, result in ads for that product on another
website — to infer the exchange of user data between advertising companies.87

Neither study used the adversarial test.

Comparison of research methods

For auditing user fairness on online platforms, there are two main approaches:
creating fake profiles and recruiting real users as testers. Each has its pros and
cons. Both approaches have the advantage, compared to traditional audit studies,
of allowing a potentially greater scale due to the ease of creating fake accounts or
recruiting testers online (e.g. through crowd-sourcing).

Scaling is especially relevant for testing geographic differences, given the global
reach of many online platforms. It is generally possible to simulate geographically
dispersed users by manipulating testing devices to report faked locations. For
example, the above-mentioned investigation of regional price differences on sta-
ples.com actually included a measurement from each of the 42,000 ZIP codes in the
United States.88 They accomplished this by observing that the website stored the
user’s inferred location in a cookie, and proceeding to programmatically change
the value stored in the cookie to each possible value.

That said, practical obstacles commonly arise in the fake-profile approach. In
one study, the number of test units was practically limited by the requirement
for each account to have a distinct credit card associated with it.89 Another issue
is bot detection. For example, the Airbnb study was limited to five cities, even
though the researchers originally planned to test more, because the platform’s
bot-detection algorithms kicked in during the course of the study to detect and
shut down the anomalous pattern of activity. It’s easy to imagine an even worse
outcome where accounts detected as bots are somehow treated differently by the
platform (e.g. messages from those accounts are more likely to be hidden from
intended recipients), compromising the validity of the study.

As this example illustrates, the relationship between audit researchers and
the platforms being audited is often adversarial. Platforms’ efforts to hinder
researchers can be technical but also legal. Many platforms, notably Facebook,
prohibit both fake-account creation and automated interaction in their Terms of
Service. The ethics of Terms-of-Service violation in audit studies is a matter of
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ongoing debate, paralleling some of the ethical discussions during the formative
period of traditional audit studies. In addition to ethical questions, researchers
incur a legal risk when they violate Terms of Service. In fact, under laws such as
the US Computer Fraud and Abuse Act, it is possible that they may face criminal
as opposed to just civil penalties.

Compared to the fake-profile approach, recruiting real users allows less control
over profiles, but is better able to capture the natural variation in attributes and
behavior between demographic groups. Thus, neither design is always preferable,
and they are attuned to different fairness notions. When testers are recruited via
crowd-sourcing, the result is generally a convenience sample (i.e. the sample is
biased towards people who are easy to contact), resulting in a non-probability
(non-representative) sample. It is generally infeasible to train such a group of
testers to carry out an experimental protocol; instead, such studies typically handle
the interaction between testers and the platform via software tools (e.g. browser
extensions) created by the researcher and installed by the tester. For more on the
difficulties of research using non-probability samples, see the book Bit by Bit by
Matthew Salganik.90

Due to the serious limitations of both approaches, lab studies of algorithmic
systems are commonly seen. The reason that lab studies have value at all is that
since automated systems are fully specified using code, the researcher can hope to
simulate them relatively faithfully. Of course, there are limitations: the researcher
typically doesn’t have access to training data, user interaction data, or configuration
settings. But simulation is a valuable way for developers of algorithmic systems to
test their own systems, and this is a common approach in the industry. Companies
often go so far as to make de-identified user interaction data publicly available so
that external researchers can conduct lab studies to develop and test algorithms.
The Netflix Prize is a prominent example of such a data release.91 So far, these
efforts have almost always been about improving the accuracy rather than the
fairness of algorithmic systems.

Lab studies are especially useful for getting a handle on questions that cannot
be studied by other empirical methods, notably the dynamics of algorithmic systems,
i.e., their evolution over time. One prominent result from this type of study is the
quantification of feedback loops in predictive policing.92, 93 Another insight is the
increasing homogeneity of users’ consumption patterns over time in recommender
systems.94

Observational studies and observational fairness criteria continue to be impor-
tant. Such studies are typically carried out by algorithm developers or decision
makers, often in collaboration with external researchers.95, 96 It is relatively rare for
observational data to be made publicly available. A rare exception, the COMPAS
dataset, involved a Freedom of Information Act request.

Finally, it is worth reiterating that quantitative studies are narrow in what they
can conceptualize and measure.97 Qualitative and ethnographic studies of decision
makers thus provide an invaluable complementary perspective. To illustrate, we’ll
discuss a study by Passi and Barocas that reports on six months of ethnographic
fieldwork in a corporate data science team.98 The team worked on a project in
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the domain of car financing that aimed to “improve the quality” of leads (leads
are potential car buyers in need of financing who might be converted to actual
buyers through marketing). Given such an amorphous high-level goal, formulating
a concrete and tractable data science problem is a necessary and nontrivial task —
a task that is further complicated by the limitations of the data available. The paper
documents how there is substantial latitude in problem formulation, and spotlights
the iterative process that was used, resulting in the use of a series of proxies for lead
quality. The authors show that different proxies have different fairness implications:
one proxy would maximize people’s lending opportunities and another would
alleviate dealers’ existing biases, both potentially valuable fairness goals. However,
the data scientists were not aware of the normative implications of their decisions
and did not explicitly deliberate them.

Looking ahead

In this chapter, we covered traditional tests for discrimination as well as fairness
studies of various algorithmic systems. Together, these methods constitute a
powerful toolbox for interrogating a single decision system at a single point in time.
But there are other types of fairness questions we can ask: what is the cumulative
effect of the discrimination faced by a person over the course of a lifetime? What
structural aspects of society result in unfairness? We cannot answer such a question
by looking at individual systems. The next chapter is all about broadening our
view of discrimination and then using that broader perspective to study a range of
possible fairness interventions.

Chapter notes

To understand social science audit studies in more depth, see the paper by Devah
Pager.6 S. Michael Gaddis provides a more recent introduction and survey.99

Auditing of algorithmic systems is a young, quickly evolving field: a 2014 paper
issued a call to action towards this type of research.[ˆsandvig] Most of the studies
that we cite postdate that piece. For a more recent practitioner-focused overview,
Costanza-Chock, Raji, and Buolamwini compile best practices for auditors and
provide recommendations for policy makers based on interviews with over 150

auditors.100 Vecchione, Levy and Barocas draw lessons for algorithm audits and
justice from the history of audits in the social sciences.101 Brundage et al put
third-party audits in the context of many other ways of supporting verifiable claims
about the impacts of AI systems.102

For in-depth treatments of the history and politics of information platforms,
see The Master Switch by Tim Wu,103 The Politics of ‘Platforms’ and Custodians of the
Internet by Tarleton Gillespie,104, 105 and The New Governors by Kate Klonick.106
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